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Artificial intelligence and illusions of 
understanding in scientific research

Lisa Messeri1,4 ✉ & M. J. Crockett2,3,4 ✉

Scientists are enthusiastically imagining ways in which artificial intelligence (AI) tools 
might improve research. Why are AI tools so attractive and what are the risks of 
implementing them across the research pipeline? Here we develop a taxonomy of 
scientists’ visions for AI, observing that their appeal comes from promises to improve 
productivity and objectivity by overcoming human shortcomings. But proposed AI 
solutions can also exploit our cognitive limitations, making us vulnerable to illusions 
of understanding in which we believe we understand more about the world than  
we actually do. Such illusions obscure the scientific community’s ability to see the 
formation of scientific monocultures, in which some types of methods, questions and 
viewpoints come to dominate alternative approaches, making science less innovative 
and more vulnerable to errors. The proliferation of AI tools in science risks 
introducing a phase of scientific enquiry in which we produce more but understand 
less. By analysing the appeal of these tools, we provide a framework for advancing 
discussions of responsible knowledge production in the age of AI.

Scientific futures that incorporate AI are being proposed in which 
‘self-driving’ laboratories abound1,2, human participants can be replaced 
by generative AI3,4 and ‘AI scientists’ write research papers5 and produce 
Nobel-prizewinning discoveries6. These visions go beyond position-
ing AI as a mere tool, instead positing autonomous collaborators that 
can overcome the limits that human capabilities currently impose on 
advancing science. Although such proposals might sound like science 
fiction, they are being published in prestigious scientific journals and 
actively pursued with the support of powerful institutions. Indeed, the 
National Academies of Sciences, Engineering, and Medicine recently 
held a workshop in which academic researchers, industry spokespeople 
and funders evaluated the potential of AI to become “an autonomous 
researcher performing scientific discovery” (www.nationalacademies.
org/event/40455_10-2023_ai-for-scientific-discovery-a-workshop). 
What should we make of the enthusiasm for visions of science that cede 
ever greater autonomy to AI? We need to consider how the widespread 
adoption of AI tools might impact scientific knowledge production 
and understanding.

Researchers evaluating the risks of AI in science and society have 
recognized a variety of ethical concerns, including algorithmic bias7–9, 
environmental costs10,11, public misunderstanding of the capabilities 
of AI12 and exploitative labour practices11,13. Attention has also been 
paid to AI’s epistemic risks (risks of being wrong; Box 1) arising from 
errors and ‘hallucinations’10,14–16, failures of reproducibility17,18 and lack 
of interpretability16,19,20. Scholars recognize that technical approaches 
alone are inadequate for addressing the ethical concerns of AI21. Yet 
there remains an optimism that the aforementioned epistemic risks 
will yield to exclusively technical solutions.

Here we focus on a set of under-discussed epistemic risks of AI in sci-
ence that are likely to evade purely technical solutions (Box 2). Scientists 
interested in using AI in their research and researchers who study AI 

must evaluate these risks now, while AI applications are still nascent, 
because they will be much more difficult to address if AI tools become 
deeply embedded in the research pipeline22. To be clear, we do not 
take the position that AI should never be used in scientific research. 
Rather, we seek to identify risks that some, but not necessarily all, AI 
approaches might create in our pursuit of scientific understanding.

Our expertise in cognitive science, epistemology, anthropology and 
science and technology studies provides insights into how adopting 
AI in scientific research can impede scientific understanding despite 
promising to improve it. By considering why scientists are motivated 
to use AI tools, we develop a taxonomy of scientists’ proposed visions 
for AI across the research pipeline and identify features of AI tools that 
make them attractive as knowledge-production partners. However, 
individuals who trust AI tools to overcome their own cognitive limita-
tions become susceptible to illusions of understanding (Fig. 1 and Box 1) 
in which they believe that they understand more about the world than 
they actually do. Such illusions obscure the scientific community’s 
ability to see the formation of scientific monocultures (Box 1) in which 
certain methods, questions and viewpoints come to dominate alterna-
tive approaches, making science less innovative and more vulnerable to 
errors. The proliferation of AI tools in science risks introducing a phase 
of scientific enquiry in which we produce more but understand less.

Visions of AI for scientific research
Scientists must contend with various research constraints, includ-
ing finite time, fixed budgets and limited cognitive capabilities. AI 
tools are viewed as solutions to these barriers, enabling scientists to 
be more productive (in terms of generating more scientific work) and 
more objective (free from bias and subjectivity). We identify four dis-
tinct visions of AI: Oracle, Surrogate, Quant and Arbiter (capitalized 
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to signal that these visions are not inevitable, but emerge from col-
lective human endeavours). Each vision promises in distinct ways 
to enhance the capabilities of human scientists across the research 
pipeline (Table 1). Although these interventions are often framed as 
preliminary, they reveal how scientists are imagining the long-term 
potential of AI-driven science.

Scientists who describe advances in AI methods over the past decade 
have tended to classify them into two broad categories: predictive AI 
tools, which analyse patterns in their training datasets to make predic-
tions about new data; and generative AI tools, which generate new data 
and text on the basis of predictions from patterns observed in their 
training datasets (Box 2). The four visions we describe below apply 
(and intermix) predictive and generative AI towards different goals 
in scientific research. This is not an exhaustive list of AI visions in the 
scientific literature. We focus here only on the visions of AI that are most 
relevant to the epistemic risks that we address in more detail below.

AI as Oracle
At the start of the research pipeline, the vision of AI as an Oracle that 
can digest and communicate scientific knowledge promises to solve 
an important problem: the deluge of published material “threatening 
to exceed the cognitive limits of human processing capacities”23,24. 
The exponentially growing literature is of uneven quality25, and this 
has been attributed to institutional pressures to “publish or perish”26 
and the rise of predatory publishers. Multiple AI tools that can query, 
digest and summarize the published record are being developed and 
evaluated23,27,28. Oracles are also positioned as solutions to the problem 
of generating new hypotheses from vast amounts of literature; for 
example, in applications of predictive and generative AI to protein  
folding29–31 and materials science32. Although the enthusiasm for 

Oracles is largely shared by the authors of these publications, some 
researchers have observed how Oracles can detract from scientific 
understanding33, a point we discuss below.

Oracles are thought to offer several “advantages over humans”, 
including “increased precision and exhaustiveness” and reduced 
“researcher bias”26. AI is positioned to exceed human capabilities “by 
revealing hidden connections between findings”34, even if such feats 
are not yet realized35. One computer scientist working at an AI research 
laboratory predicts a “tireless” Oracle in which “scientific research is 
mostly read by machines”36.

AI as Surrogate
Data collection is time consuming and expensive. The vision of AI as 
Surrogate is one that can enhance a laboratory’s measurement capa-
bilities; for example, for projects where “traditional data collection is 
impractical”4. By leveraging the potential of generative AI as an “agent 
of replacement”37, proposals for “silicon subjects”38 and “synthetic 
data points”2 span scientific disciplines. In the social sciences, some 
researchers are excited about the potential for generative AI to simu-
late human participants3,4,38–41. In the physical and biological sciences, 
proposed applications for generative AI include augmenting small 
datasets or simulating new data to study phenomena such as cosmo-
logical structures42, medical images43,44 and nucleic-acid sequences45.

Surrogates are imagined to not only provide data that are difficult 
or expensive to obtain but also, in some cases, to exceed the quality of 
data collected without AI assistance. In the social sciences, Surrogates 
are positioned as ideal research participants that “can rapidly answer 
hundreds of questions without fatigue” and “need fewer incentives 
than humans to give reliable responses”3. If trained properly, genera-
tive AI tools are envisioned as representing “a vast array of human 

Box 1

Glossary
Cognitive diversity means differences in how people think and 
approach a problem. This can come from disciplinary training, skills, 
career stage or neurodivergence.

Communities of knowledge are groups of individuals with 
distributed knowledge and understanding that allow individual 
community members to benefit from expertise held by others.

Demographic diversity means differences in race, class, gender, 
sexuality, culture, religion, ethnicity, ability, age and so on that often 
map on to different life experiences.

Epistemic risks refer to a broad class of risks arising from holding 
incorrect beliefs.

Epistemic trust refers to trusting agents in their capacity to 
provide accurate, reliable information.

The illusion of explanatory depth is an illusion of understanding 
in which someone incorrectly believes they have a deeper or  
more comprehensive level of understanding then they actually  
do (Fig. 1a).

The illusion of exploratory breadth is an illusion of understanding 
that accompanies monocultures of knowing in which scientists 
falsely believe they are exploring the full space of testable 
hypotheses, whereas they are actually exploring a narrower space  
of hypotheses testable using AI tools (Fig. 1b).

The illusion of objectivity is an illusion of understanding 
accompanying a monoculture of knowers in which scientists 
falsely believe that AI tools do not have a standpoint or are able to 
represent all possible standpoints, whereas AI tools actually embed 
the standpoints of their training data and developers (Fig. 1c).

Illusions of understanding are a class of metacognitive errors 
that arise from holding incorrect beliefs about the nature of one’s 
understanding.

A monoculture of knowers emerges from prioritizing a particular 
standpoint and all of the values and assumptions it contains, and this 
influences the research questions that are asked and the way evidence 
is interpreted. Visions of AI for science reinforce the idea of a singular, 
authoritative, objective knower with an unbiased ‘view from nowhere’.

Monocultures of knowing emerge from prioritizing one approach 
to asking research questions and determining when satisfactory 
understanding has been achieved, marginalizing alternative 
approaches. In the context of AI-driven research, a monoculture of 
knowing could arise from prioritizing the quantitative, reductive and 
predictive approaches that AI tools are designed to optimize.

Scientific monocultures arise when one approach to knowledge 
production becomes widely adopted at the expense of alternative 
approaches in a research domain, eliminating multiple forms of 
diversity from the process of knowledge production.

A standpoint refers to a socially situated perspective that 
provides a potential epistemic advantage, in the sense that 
individuals who occupy a particular standpoint may be in a better 
position to know and understand certain concepts than others 
who do not occupy that standpoint. In the context of scientific 
knowledge production, a standpoint can refer to perspectives 
arising from one’s social position on the basis of factors including 
(but not limited to) race, ethnicity, gender, class, disability and/or 
relevant experiences such as background, training and career stage.
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experiences and perspectives ... offering a more accurate portrayal 
of human behaviour and social dynamics than those from conventional 
methods”4. In the physical and biological sciences, data augmentation 
is reported to “enhance model robustness and generalizability” and 
the “diversity of the data”2.

AI as Quant
As many researchers have observed, with both celebration46 and con-
cern47, the paradigm of ‘big data’ has influenced disciplines across the 
sciences, emphasizing computational approaches. The vast datasets 
yielded by big data approaches pose challenges to human capabilities 
that are not easily addressed by established statistical approaches, 
either in terms of the volume of data that need to be curated or the 
potential complexity of the models needed to explain and predict the 
data48,49. Quants offer solutions for both data preparation and analysis. 
In biology, predictive AI tools are already being used for the automated 
annotation of protein function50,51 and cell types52. In the social sciences, 
generative AI tools are being discussed as solutions to annotating and 
even ascribing meaning to text, images and qualitative data53,54, tasks 
that previously required substantial human labour. For analysing large 
and complex datasets, Quants are imagined that “can extract meaning-
ful representations of scientific data”, retaining “as much information 
about the data as possible while remaining simple and accessible”2.

There is excitement about the potential of AI to open up new know
ledge “frontiers”35; for example, in mathematics55 and in “uncovering 
new cognitive and behavioural phenomena”56. Quants might discover 
features in natural data that are predictively valid but cognitively  
inaccessible to human minds48,57,58. Recognizing that many AI models 
are too complex for human scientists to understand, there is also dis-
cussion of AI being used to produce simplified model explanations 
that are comprehensible to human minds but still retain fidelity to 
the original model59.

AI as Arbiter
Whereas Oracles are proposed as solutions for information over-
load during hypothesis generation, Arbiters are seen as responses  

to the same problem at the end of the research pipeline. New tools  
are required to address “the constant growth of submission volume”60 
that editors and peer reviewers face. The growing labour demands for 
the peer review of grants and papers have thus spurred researchers  
to discuss “the potential for artificial intelligence to replace peer 
review”61. Arbiters have been offered to assist with the preliminary 
screening of submitted manuscripts62,63, and generative AI is imag-
ined as being able to write reviews64. Arbiters are also proposed to 
intervene in the replication crisis that has plagued fields in which 
(time- and cost-intensive) experimental replication has been  
difficult65. Predictive AI approaches that “require little subjective peer 
judgment and minimize costs” are proposed to provide “systematic, 
fast, and accurate”66 predictions of the reproducibility of scientific 
findings67 or even entire subfields68.

As well as enhancing efficiency, AI is proposed to be an authorita-
tive judge, removing human subjectivity and bias from contentious 
decision-making processes. Indeed, researchers have suggested that 
the process of developing AI techniques for peer review can “uncover 
biases in [human] decision-making”60 that have historically favoured 
certain scholars and institutions. Although it is cautioned that at pre-
sent AI should not be used to fully replace human experts60, the vision 
of Arbiters suggests a future in which this caution will no longer be 
warranted.

Summary
Distinct AI interventions are being proposed that span the entire 
research pipeline. Each vision identifies different problems and solu-
tions, but there are also interdependencies, such that as one vision gets 
adopted, the uptake of subsequent visions is required or enhanced. For 
example, the large datasets that Surrogates produce require Quants  
to analyse them. Furthermore, the efficiency promised by Surrogates 
and Quants will yield even more publications for Arbiters to adjudicate 
and for Oracles to digest and summarize. These visions also reinforce 
one another by converging on two broad goals: to enhance scientific 
productivity by overcoming scientists’ limited time, attention and cog-
nitive capacities; and to enhance scientific objectivity by overcoming 

Box 2

AI visions as sociotechnical visions
The visions of AI Oracles, Surrogates, Quants and Arbiters appear 
in papers authored both by scientists without AI expertise and 
by researchers who study AI, either through interdisciplinary 
collaborations (and industry partnerships) or from a single 
discipline. So far, these visions have drawn primarily from two broad 
classes of AI application. Predictive AI refers to AI applications  
that use machine learning methods to make classifications  
and/or predictions on the basis of patterns learned in a training 
dataset. Examples include deep neural network models for image 
classification and ensemble models for forecasting political events. 
Generative AI, which has been developed more recently, refers to  
AI applications that learn the distribution of data in a training dataset 
and can generate new samples from that distribution. Examples 
include generative diffusion models for image generation and large 
language models, such as OpenAI’s GPT-4, Google’s Gemini or 
Meta’s LLaMa, that can generate text that mimics human language.

Given the pace of AI research, the techniques of tomorrow 
might look very different from those around today. For instance, 
researchers are actively working towards developing AI 
models that have human-like causal learning and reasoning 
capabilities183–185 (although many hurdles remain before this is 

achieved186). Nevertheless, the epistemic risks we identify here, 
although motivated by AI visions based primarily on predictive 
and generative AI, are likely to persist even when AI techniques 
become more sophisticated and scientists incorporate them into 
ever-more-capable Oracles, Surrogates, Quants and Arbiters. 
Indeed, as AI tools become more convincingly human-like, the 
epistemic risks that arise from uncritically trusting such tools as 
scientific collaborators may even be amplified.

Understanding the inherently social nature of these epistemic 
risks underscores the inadequacy of purely technical solutions 
for addressing them. Illusions of understanding that arise from an 
overreliance on AI in science (Fig. 1) cannot be overcome by using 
more sophisticated AI models or by preventing errors such as 
hallucinations. Rather, they require sociotechnical approaches that 
account for the inseparability of social and technical dynamics21,174,187. 
In other words, because scientific research is a fundamentally social 
process147,148, evaluating the epistemic risks of AI for science requires 
not only technical assessments, but also an understanding of the 
social and cognitive processes through which scientists extend 
epistemic trust, decide what research questions to pursue and 
interpret the results of experiments.
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scientists’ subjectivity and bias. Achieving these goals is expected to 
improve scientific understanding.

These potential benefits of AI are worth taking seriously, but it is 
critical that scientists and developers of AI tools also consider an alter-
native possibility: that under some conditions, AI tools may in fact 

limit, rather than enhance, scientific understanding. In other words, 
alongside their potential epistemic benefits, AI Oracles, Surrogates, 
Quants and Arbiters carry epistemic risks when scientists trust them 
as knowledge-production partners.

Epistemic trust in AI tools
Why do scientists trust AI tools? In this section, we explain how certain 
features of scientific work, the AI tools themselves and the solutions 
they offer make them likely to be treated not just as tools but perhaps 
even as fully fledged collaborators that are part of the research team. 
This creates epistemic risks beyond those that scientists contend with 
when using computational tools that are not treated as partners in 
knowledge production. Specifically, treating AI tools as scientific col-
laborators makes scientists vulnerable to illusions of understanding, a 
class of metacognitive errors that arise from holding incorrect beliefs 
about the nature of one’s understanding69,70 (Fig. 1).

Including AI in communities of knowledge
Individual human minds are limited in that people cannot process all 
the information available to them in practical or scientific deliberation. 
However, we can greatly expand the range of our understanding by 
dividing cognitive labour among the members of a group71–74. In com-
munities of knowledge (Box 1), individuals benefit from the expertise 
held by other trusted individuals69,75–78. To benefit from communities 
of knowledge, people need to track how knowledge clusters in other 
minds75,79 and determine who deserves epistemic trust69,77,78,80 in order to 
consult and defer to them for advice81.

Increasingly, people are granting epistemic trust not only to people, 
but also to digital tools, including AI82–84. Experimental studies show 
that people are more likely to trust AI for tasks that share key features  
with scientific research: tasks that can be described as objective  
(as opposed to subjective)85,86, that require deliberation (as opposed 
to intuition)87, where human biases are undesirable88,89 and under 
conditions of high workloads90 and increasing task difficulty91. This 
work suggests that scientific research—which demands objectivity, 
advanced analytic thinking and productivity—is a setting ripe for trust 
in AI. Indeed, the perceived cognitive and material limitations of sci-
entists, and the hope, outlined in the visions above, that AI tools can 
transcend these limitations, makes trusting AI tools and welcoming 
them into our communities of knowledge deeply appealing.

AI Oracles, Surrogates, Quants and Arbiters are often described as not 
just mere tools, but as anthropomorphized “partners for scientists”59 or 
“scientific assistant[s]”35. These AI visions are praised for overcoming 
human limitations and are thus more specifically anthropomorphized 
as ‘superhuman’ in ways that are likely to enhance epistemic trust. 
In particular, the visions reveal optimism that AI tools can conduct 
research more objectively than human scientists can, as seen in dis-
cussions of Oracles being less likely to cherry-pick the literature to 
support their desired hypotheses26 and of Arbiters being less likely to 
show favouritism in scientific peer review60. Positioning AI tools in this 
way is likely to enhance epistemic trust because perceived objectivity 
is an important marker of credibility92–94.

Furthermore, experiments have demonstrated that people extend 
epistemic trust to those perceived to have deeper understanding of 
the target phenomenon81. Although the question of what AI models 
can ‘understand’ remains controversial14, the AI visions (alongside 
the language of ‘deep learning’, ‘deep neural networks’ and marketing 
hype95) portray AI as having a depth of understanding beyond what can 
be grasped by limited human minds. This portrayal could make AI tools 
seem more credible than human experts.

Finally, AI tools might seem especially trustworthy because they 
offer solutions that share features with satisfying explanations. Experi-
ments show people prefer answers and explanations that are simple96,97, 
broad96,98,99, reductive100–102 and quantitative103,104. These qualities also 

a

b

c

Illusion of explanatory depth

Illusion of exploratory breadth

Illusion of objectivity

Hypotheses
testable
with AI

AI has no
standpoint

AI represents
all standpoints

Believed
understanding of X

Actual
understanding of X

>_ Predict X
...
>_ Accuracy = 97%

All hypotheses

All
hypotheses

AI standpoint

All standpoints

Fig. 1 | Illusions of understanding in AI-driven scientific research. a, Scientists 
using AI tools for their research may experience an illusion of explanatory depth. 
In this example, a scientist uses an AI Quant to model a phenomenon (X) and 
believes they understand X with more depth than they actually do. b, In a 
monoculture of knowing, scientists are vulnerable to an illusion of exploratory 
breadth, in which they falsely believe they are exploring a space of all testable 
hypotheses, whereas they are actually exploring a narrower space of hypotheses 
that are testable with AI tools. c, In a monoculture of knowers, scientists are 
vulnerable to an illusion of objectivity, in which they falsely believe that AI tools 
do not have a standpoint (as desired for Oracles and Arbiters) or are able to 
represent all possible standpoints (as desired for Surrogates in research using 
human participants), whereas AI tools actually embed the standpoints of their 
training data and their developers.
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feature prominently in scientists’ visions of AI. Oracles are positioned 
as providing simplifying summaries of entire literatures; Quants are 
built to provide quantitative models of complex natural phenomena; 
Surrogates are viewed as representing the full breadth of humanity; and 
Arbiters are proposed to evaluate scientific work on reductive metrics 
such as ‘quality’ or ‘replicability’. Although reductive and quantitative 
explanations tend to produce feelings of understanding, such feelings 
are not always correlated with actual understanding100,105. This can lead 
to illusions of understanding, which we consider next.

Illusions of understanding in communities of knowledge
Communities of knowledge offer clear epistemic benefits, enabling 
individuals to access much more knowledge than they could achieve 
alone. However, they also create epistemic risks. A well-established 
class of epistemic risk is illusions of understanding, in which individu-
als in communities of knowledge believe they understand more than 
they actually do. One way this manifests is when individuals mistake 
other community members’ understanding for their own. For exam-
ple, when online participants learned that a scientific phenomenon 
was well understood by scientists, they reported greater understand-
ing of that phenomenon themselves, even when they had no basis for 
actual understanding77. Importantly, such illusory understanding is also 
observed when cognitive labour is offloaded to machines. Several stud-
ies have demonstrated that people overestimate what they know and 
understand when they search the internet for explanations, mistaking 
online access to information for their own personal knowledge83,106,107. 
Other work has shown that students overestimate their own knowledge 
when they answer test questions with AI assistance108.

Illusions of understanding are particularly pronounced for explana-
tory knowledge relative to other kinds of knowledge, such as facts, 
procedures or narratives; this phenomenon is known as the illusion of 

explanatory depth70 (Fig. 1a). Recent work suggests that this illusion 
inflates user understandings of AI systems109. Because explanatory 
knowledge is foundational to scientific understanding110, scientists, 
like others in knowledge communities, are prone to the illusion of 
explanatory depth, overestimating the detail, coherence and depth 
of their scientific understanding111. One example is the ‘prediction– 
explanation fallacy’, in which scientists uncritically use prediction- 
optimized models for explanatory purposes, failing to appreciate that 
even the most accurate predictive model may bear little relation to the 
actual data-generating process112–115. Such risks can be compounded 
when scientists use AI tools outside their domain of expertise (a setting 
that, incidentally, has been demonstrated to increase trust in AI116), 
increasing the likelihood of errors because the users lack the expertise 
to know when the results are too good to be true117. There is evidence 
for considerable overoptimism in scientific claims that are based on 
machine learning model performance17, and this probably arises from a 
poor understanding of the limits of machine prediction in fields beyond 
computer science.

The illusions of understanding we have reviewed so far are not unique 
to the AI context. Some relevant debates, such as the tension between 
prediction and explanation, long predate recent advances in AI118. In the 
next section, we will examine additional illusions of understanding that 
we anticipate emerging from a widespread proliferation of AI in science.

Epistemic risks of scientific monocultures
Because AI tools seem trustworthy and promise to enhance the quality 
and quantity of research, it is likely that research that relies on these 
tools will proliferate. Accordingly, several recent studies indicate 
increasing references to AI in publications and patents119,120, and papers 
that use AI tools are cited more within and outside their disciplines119. 
In this section, we describe the epistemic risks that may arise if these 
trends continue and AI-assisted research comes to dominate the pro-
duction of scientific knowledge.

To illustrate the nature of these risks, we draw on the metaphor of a 
monoculture. In agriculture, monoculture is the practice of growing 
only one crop species in a field at a time. This practice improves effi-
ciency but makes the crop more vulnerable to pests and disease. We 
suggest that the efficiencies offered by AI tools can foster the growth 
of scientific monocultures, in which certain forms of knowledge pro-
duction come to dominate all the rest. They can do so in two distinct 
but complementary ways: first, by prioritizing the kinds of questions 
and methods that are best suited for AI assistance (monocultures of 
knowing); and second, by prioritizing the types of standpoint that AI is 
able to express (monocultures of knowers). Just as plant monocultures 
are more vulnerable to pests and disease, scientific monocultures make 
our understanding of the world more vulnerable to error, bias and 
missed opportunities for innovation121–124. New tools and techniques 
are always prone to creating monocultures when scientists rush to 
exploit their benefits. However, the breadth of scientific applications 
predicted for AI tools2,4 and their potential for inclusion in communities 
of knowledge as superhuman collaborators make the risks of AI-seeded 
monocultures particularly pernicious.

As well as threatening the robustness of science, monocultures of 
knowing and knowers create their own illusions of understanding 
(Fig. 1b,c). In these illusions, scientists incorrectly believe that AI tools 
advance scientific understanding, failing to appreciate that these tools 
instead narrow the scope of scientific knowledge production. Raising 
awareness of the epistemic risks of scientific monocultures, and their 
corresponding illusions of understanding, is a crucial step towards 
building systems of knowledge production that mitigate these risks.

Monocultures of knowing
Knowledge production, in terms of the questions asked and answers 
discovered, is strongly dependent on the methods and tools 

Table 1 | Visions of AI across the research pipeline

Vision Research stage Limits to overcome Vision

AI as 
Oracle

Study design There is too much 
literature to 
digest; scientific 
publications vary in 
quality; readers are 
biased; too many 
research paths to 
choose from

Tools that objectively 
and efficiently 
search, evaluate 
and summarize 
scientific literature 
and generate new 
hypotheses

AI as 
Surrogate

Data collection Data are too difficult, 
time consuming or 
expensive to obtain

Tools that accurately 
and tractably 
generate surrogate 
data points from 
natural complex 
systems, including 
human participants

AI as Quant Data analysis Data are too large or 
complex to curate 
and analyse

Tools that surpass 
the limits of human 
intellect in curating 
and analysing vast 
and complex datasets 
to produce new 
knowledge

AI as 
Arbiter

Peer review There are too many 
papers and proposals 
to review; reviewers 
are biased

Tools that objectively 
and efficiently 
evaluate scientific 
merit and the 
replicability of 
findings

We derived this typology by analysing recent publications concerning the potential of AI to 
improve knowledge production across scientific disciplines. Included papers either used the 
general phrase ‘artificial intelligence’ or referred to specific methods classed under AI, most 
frequently machine learning, natural language processing and large language models. This 
table summarizes how the visions are responsive to different research stages, as well as the 
perceived limits to scientific capacity and efficiency.



54  |  Nature  |  Vol 627  |  7 March 2024

Perspective
available47,125,126. When there are incentives to use some methods over 
others, because they are cheaper, more efficient or more prestigious, 
those methods will proliferate. Consequently, the questions and 
answers afforded by those methods dominate knowledge production. 
For instance, when online studies became more popular in social sci-
ence, self-report measures (which are easily deployed online) became 
more common than behavioural measures127–129. This is an example 
of a trend towards a monoculture of knowing, in which the ‘crops’ of 
research we produce are less diverse in terms of the questions they 
are able to ask and answer. Which ways of knowing are prioritized, and 
deprioritized, by an overreliance on AI tools in science?

One particularly enticing feature of AI tools is their promise to trans-
form diverse, complex types of data, including human language, into 
the interoperable language of quantification. A salient example is the 
AI Surrogate that is proposed to simulate human research participants 
in silico3,4,38. Quantitative ways of knowing make information portable, 
aggregatable and comparable across contexts, which are essential activ-
ities when seeking to produce generalizable scientific knowledge130,131. 
However, quantitative ways of knowing strip out the contextual sensi-
tivity and local details that are preserved by qualitative approaches. 
Indeed, eliminating these qualities lend quantitative approaches their 
powerful breadth but also make them “blunt instruments”105. Echoing 
concerns about the rise of big data as a research tool47, research ques-
tions that require attention to subjectivity, subtlety and nuance, or 
otherwise cannot be quantified by a machine, are less likely to benefit 
from AI approaches and risk being marginalized. Such questions are 
especially common in the human sciences, in which visions of Surro
gates proliferate, suggesting that these fields may be particularly  
vulnerable to distorted understandings yielded by an overreliance  
on quantitative ways of knowing.

To translate complex natural phenomena into quantitative models, 
researchers who use AI tools must often make simplifying approxima-
tions. This approach is common in computational social science, in 
which Quants are used to estimate proxies for concepts that are not 
directly observable132,133, such as people’s political ideology134 or emo-
tional expressions135,136. Tools that yield discoveries and high-impact 
publications are adopted by other teams that wish to study similar 
questions but lack the resources to build tools of their own, creating 
the potential for monocultures. Epistemic risks arise here from failing 
to appreciate the largely invisible “researcher degrees of freedom” 
that are embedded in the process of approximation113. Curating train-
ing sets and designing a training regime involves dozens or even hun-
dreds of judgements that can imbue algorithms with the values of their 
creators47,137. These specific, often disciplinarily determined, decisions 
along the research pipeline can cause different researchers to arrive 
at different conclusions from the same starting data115,138. But once the 
algorithm is built, these choices disappear behind the objective sheen 
of a quantitative model47,131,139, especially to those who did not build the 
model themselves. Failing to appreciate the decisions made early in 
tool design can lead to an overconfidence that established tools are 
the best or only way to model a particular phenomenon, foreclosing 
the discovery of alternative understandings of the approximated phe-
nomenon that could expose errors or yield new discoveries121.

Enthusiasm for AI tools is particularly concentrated around their 
predictive abilities, such as the envisioned ability of Oracles to predict 
complex biological structures2 or of Arbiters to determine which stud-
ies are likely to be reproducible66–68. Some scientists have embraced the 
predictive prowess of machine learning approaches, arguing that we 
ought to prioritize predictive accuracy over developing accurate causal 
explanations49. This attitude is reflected in trends towards favouring 
prediction over explanation in science afforded by advances in AI115,140. 
However, others have highlighted epistemic risks inherent to predic-
tive science17,33,113,141,142. Many of these risks are not unique to AI models, 
but as predictive AI methods become more complex, the associated 
risks become more challenging to articulate and address. Predictive 

AI models often lack interpretability16,19,112, a property that is important 
for advancing scientific theories143 and for adjusting behaviours when 
a model deems them insufficient20,144. And at the systemic level, aggre-
gating knowledge across many models that prioritize prediction over 
explanation will make it much more difficult to identify the source of 
errors in those models, or even to recognize that there are errors at 
all145. This kind of systemic epistemic risk might be especially likely to 
accrue when new AI models are trained on the synthetic data outputs 
of previous models146.

Given the distinct strengths and limitations that different ways of 
knowing bring to scientific research, knowledge production systems 
that lack diversity in ways of knowing will be more vulnerable to errors 
and missed opportunities. The epistemic trust placed in AI tools fur-
ther compounds these risks because scientists might fail to recognize 
the elimination of diverse ways of knowing. The proliferation of AI 
tools makes scientists vulnerable to an illusion of exploratory breadth 
(Fig. 1b), whereby the subset of hypotheses that AI tools are good at 
evaluating are mistakenly viewed as being the entire set of testable 
hypotheses. Distracted by a deluge of new findings produced by AI 
tools, we may fail to appreciate that our search space has narrowed.

Monocultures of knowers
In their visions of AI, scientists anticipate a future in which biases of 
training sets and models have been overcome and AI tools are more 
reliable contributors to scientific projects than are human scientists.  
Oracles and Arbiters have eliminated subjective judgement from 
the tasks of evaluating the scientific record and assessing the merit 
of research. The synthetic data points of Surrogates make it possi-
ble to simulate a vast array of human experiences and perspectives. 
And the unbridled analytic capacity of Quants surpasses what any 
human knower alone could achieve. These AI tools are thus viewed as 
being objective and universal, replacing the work of diverse knowers 
and thus cultivating a monoculture of knowers. The epistemic risk 
of this monoculture becomes clear when considering what is lost 
when removing human diversity from scientific work, in the form of 
both demographic diversity (and different attendant life experiences) 
and cognitive diversity (arising from different disciplinary training, 
skills and problem-solving strategies) (Box 1).

Objectivity is widely held to be a core value of science. However, it is 
difficult to achieve in practice because scientific knowledge produc-
tion is fundamentally a social endeavour147,148. Scientists have different 
standpoints (Box 1) that influence which questions they choose to 
pursue, how they ask these questions, what they take to be acceptable 
answers and how they frame the broader implications of those answers 
for future research149–151. Historically, the influence of standpoints on 
scientific knowledge production was invisible because scientists were 
demographically homogeneous, comprising a monoculture of know-
ers who mistook the uniformity of their standpoints for an objective, 
unbiased view from nowhere152–155. It was only after science became 
more demographically diverse that the existence of this monoculture 
became identifiable. At this point, scholars also came to recognize 
how the standpoints of that monoculture were embedded in scientific 
claims156 and began distinguishing between ‘strong objectivity’ (which 
accounts for the embodied standpoints of researchers) and ‘weak objec-
tivity’ (which fails to recognize the existence of standpoints at all)157. 
Strong objectivity improves scientific practice not just by recognizing 
the potential biasing influence of individual standpoints, but also by 
embracing the diversity of standpoints as a source of innovation and 
scientific robustness158. Similar to how we subject research to peer 
review (and thus multiple knowers), diversifying the types of know-
ers involved in scientific knowledge production will strengthen the 
emergent findings.

Decades after strong objectivity was first theorized, there is now 
abundant empirical evidence that cognitive and demographic diversity 
are important for the scientific project124,159. Cognitively diverse teams 
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are better at problem-solving123,160 (especially when the problems are 
complex161) and have been shown to produce patents with higher quality 
and impact162. Teams that are more demographically diverse in terms 
of ethnicity163 and gender164–166 produce more impactful science, as 
measured by citations. The research topics that scientists choose are 
correlated with their race and gender, suggesting that demographic 
diversity expands the coverage of topics studied167. But scientists do 
not always reap the benefits of diversity. In particular, although the 
contributions of scholars from minority groups tend to be more inno-
vative, they receive less uptake from fellow scientists122,167,168. Thus, the 
practice of science still needs to catch up with the theorized benefits 
of having diverse knowers.

The unrealized promises of strong objectivity underscore the distinct 
risks posed by visions of AI and the monoculture of knowers they invite. 
First, there is the risk of rehomogenizing the scientific ecosystem169, 
which has only recently made strides in diversifying the pool of knowers 
and still has considerable progress to make in terms of ensuring endur-
ing and robust diversity170. Second, there is the risk of reproducing the 
weak objectivity of the past, failing to appreciate that AI tools embed 
the largely homogeneous standpoints of their creators as well as those 
of the dominant social groups7,171,172. Visions of AI for science invite an 
illusion of objectivity, in which scientists falsely believe that AI tools 
either eliminate all standpoints (in the case of Oracles and Arbiters) 
or are capable of representing everyone (as desired for Surrogates) 
(Fig. 1c). By reasserting the fantasy of a single kind of knower masked 
as neutral and universal (but actually reflecting the standpoints of the 
AI tool builders), visions of ‘objective’ AI tools for science retreat from 
recent progress in recognizing the necessity of diverse standpoints for 
the scientific project.

Looking ahead
Scientists must consider not only the technical limitations and potential 
of AI, but also how it stands to affect the social practices of scientific 
knowledge production (Box 2). We have analysed what makes AI tools 
so compelling for scientists and how these desires give rise to specific 
visions of AI across the research pipeline. We show how these visions 

foreshadow a future for science that lacks diversity, not only in terms 
of participants but also in terms of the research topics pursued. They 
also invite illusions of understanding that prevent us from appreciating 
how our view has narrowed. The challenge, then, is to determine how 
we can leverage the scientific potential of AI tools without cultivating 
scientific monocultures, and while remaining aware that increasing 
productivity does not guarantee an improved understanding of the 
world. We conclude with several suggestions for navigating this com-
plex trade-off.

Any conversation about AI in science must include a reminder that 
AI is not a monolith. Our framework distinguishes between the visions 
of Oracle, Surrogate, Quant and Arbiter, and it invites researchers to 
be clear about why they want to use AI in their research. Doing so will 
help to identify which visions they might be invoking and therefore 
which epistemic risks might manifest in their work. There may also be 
cases in which risks are low, such as using AI for routine tasks (such as 
composing emails) or tasks within one’s domain of expertise (such as 
developing code that one is capable of programming oneself, given 
enough time). Future work should explore how a researcher’s expertise 
and stage of training affects their susceptibility to the epistemic risks 
of AI (Box 3). We note, however, that the risks of monocultures remain 
even when AI tools are being implemented by competent users, because 
the productivity advantages they offer can cause AI-led science, and 
its associated monocultures of knowing and knower, to proliferate.

One strategy to mitigate the epistemic risks that individuals might 
face is to work in cognitively and demographically diverse teams. For 
example, interdisciplinary teams produce more valid and trustwor-
thy AI research in biology and medicine117,173,174. However, visions of 
self-driving laboratories and AI-powered research assistants suggest 
that AI tools are being seen as capable of eventually replacing human 
collaborators. Even at present, it is tempting to use an AI tool that can 
expand a team’s domain expertise. In such settings, team members are 
less qualified to evaluate whether an AI model produces reasonable 
results117 while simultaneously being more prone to trust AI116. The 
efficiencies gained by relying on AI tools to expand the expertise of 
a team must be weighed against the costs of erasing diverse, human 
standpoints.

Box 3

Questions for future research
Philosophical questions
•	 What is the nature of knowledge in predictive and generative AI? 

How does this knowledge differ from human knowledge?
•	 Could AI systems be capable of understanding, and if so, how 

would it differ from human understanding? What kinds of 
epistemic dependence arise in human–AI collaborations?

•	 How should theories of scientific understanding be updated  
as AI tools are incorporated into scientific knowledge 
production?

Cognitive science questions
•	 Are there other illusions of understanding that are unique to 

human–AI collaborations?
•	 Does expertise in a particular scientific domain protect against 

illusions of understanding in that domain?
•	 What kinds of intervention can protect against illusions of 

understanding in science?
•	 Do empirical studies of trust in AI have an expiration date? That 

is, as AI technologies develop and public understanding of them 
evolves, how often do we need to update our scientific evidence 
about attitudes towards AI?

AI for science questions
•	 How can researchers developing AI tools for scientific discovery 

communicate the epistemic risks of their work in a way that is 
accurate and accessible to non-experts?

•	 What incentives are there for prioritizing interpretability in ways that 
make the risks and benefits of AI tools transparent for scientists?

•	 How can conflicts of interest be navigated, particularly in cases 
in which there may be intellectual and/or financial incentives to 
oversell the capabilities of AI tools?

•	 Do these considerations apply differently across the visions 
of Oracle, Surrogate, Quant and Arbiter, as identified in this 
Perspective?

Social and political questions
•	 What kinds of power dynamics do scientific monocultures entrench?
•	 How can communities of knowledge cultivate and maintain 

cognitive and demographic diversity?
•	 Which scientists will benefit the most from AI productivity gains, 

and how will this affect existing race and gender disparities in 
scientific training and career advancement?

•	 How will reliance on AI tools affect public trust in science?
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Perspective
Even if research teams are diversely composed, there are additional 

risks to consider when using AI tools created by private companies. 
Google and Microsoft are invested (and investing) in researchers using 
their AI models175,176. Assessing the credibility of these models is chal-
lenging because industry-developed models are often considered to 
be trade secrets and are thus less transparent and reproducible than 
models developed in academia177,178. Scientists must also consider how 
the goals of industry (which often diverge from the goals of science) 
shape and constrain the development of AI tools11,177.

Although scientists who are not themselves AI researchers might be 
inclined to defer to AI experts as we navigate the potentials and risks 
of AI for science, this Perspective is itself an example of cultivating a 
conversation that resists the spread of a scientific monoculture. By 
offering a framework that is emergent from ideas in the humanities and 
qualitative social sciences, we hope to illustrate the benefit of drawing 
on diverse kinds of knowledge to strengthen scientific practices. Train-
ing the next generation of scientists to identify and avoid the epistemic 
risks of AI will require not only technical education, but also exposure 
to scholarship in science and technology studies, social epistemology 
and philosophy of science.

Scientific knowledge production is a fundamentally social prac-
tice that is shaped by the norms of its institutions148. The proposed 
visions of AI make it clear that a primary motivation for these tools 
emerges from the impulse to produce more science, more quickly 
and more cheaply. Given evidence that increased publications stag-
nate the generation of new ideas179,180, considering the epistemic 
risks of AI provides us with an opportunity to reflect on whether this 
level of productivity—one demanded by academic and publishing  
institutions—is one that researchers desire and one that benefits the 
collective endeavour of scientific understanding181,182. Although visions 
of AI in science paint its widespread adoption as both inevitable and 
desirable, we should remember that scientists have a say in how things 
proceed. We decide when and how AI deserves to be included in our 
communities of knowledge.
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