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ABSTRACT
LEO satellite “mega-constellations” such as SpaceX’s Starlink, Ama-
zon’s Kuiper, OneWeb are launching thousands of satellites an-
nually, promising high-bandwidth low-latency connectivity. To
quantify the achievable performance of such providers, we carry
out a measurement study of the spatial and temporal characteristics
as well as the geographic variability of the connectivity provided
by Starlink, the current leader in this space. We do this by building
and deploying a browser extension that provides data about web
performance seen by 28 users from 10 cities across the world. We
complement this with performance tests run from three measure-
ment nodes hosted by volunteer enthusiasts in the UK, EU and
USA. Our findings suggest that although Starlink offers some of the
best web performance figures among the ISPs observed, there are
important sources of variability in performance such as weather
conditions. The bent-pipe connection to a satellite and back to earth
also forms a significant component of the observed latency. We
also observe frequent and significant packet losses of up to 50% of
packets, which appear to be correlated with handovers between
satellites. This has an effect on achievable throughput even when
using modern congestion control protocols such as BBR or CUBIC.

CCS CONCEPTS
• Networks→ Network measurement.
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1 INTRODUCTION
We are witnessing the emergence of a new kind of Internet Service
Provision that aims to provide connectivity to consumers directly
from space, via Low Earth Orbit (LEO) satellites. Although satellite
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connectivity has been around for several decades with providers
such as HughesNet or ViaSat sometimes being the only provider in
many rural areas, this new approach by providers such as Starlink
takes a different approach, using LEO satellites, in contrast with
previous approaches that relied on geosynchronous orbits.

The main difference between the two approaches is the distance
of the satellites: whereas the Geosynchronous satellites are 35,000
kilometres away [41, 55], LEO satellites are much closer. For ex-
ample, Starlink has five orbital shells, the closest of which is only
550 km away [20]. This dramatically shorter distance allows much
lower latencies, comparable to traditional broadband providers.
However, this approach also requires many more satellites, as each
satellite is only within sight of a ground station for a short period
of time. This has led to the development of so-called “mega constel-
lations” of satellites (e.g. Starlink has more than 2500 satellites in
orbit, with a stated aim of getting to nearly 40,000 satellites in the
next few years [13, 26]). Because there are many more satellites, the
overall capacity of the network is also higher, and Starlink promises
dramatically higher bandwidths than traditional satellite internet
providers. Attracted by these possibilities of low latency and high
bandwidth, several users have signed up to obtain Starlink connec-
tions, often months in advance of when Starlink is able to provide
them with a receiver [15]. The market potential is confirmed by
additional players such as Amazon who are joining the fray [34].

This paper aims to take a first look at the claims of network
connectivity achievable by LEO satellite megaconstellations, by
studying the performance experienced by Starlink users. We wish
to answer questions such as: How does Starlink connectivity com-
pare to other Internet Service Providers (ISPs) in the same geo-
graphic region? Does connection quality change over time? Does
the weather affect performance?

Our modus operandi is simple: we developed a Web Browser
extension that can do speedtests within the browser (based on [33]),
and also computes various components of the time it takes for pages
to load as the users visit different websites in the course of their daily
web browsing activities. Importantly, since we are interested in how
the users’ network connection affects their browser performance,
we minimise confounding factors which may affect users’ Page
Load Time (PLT) (e.g. variability in compute power on different
users’ devices, or extensions such as ad blockers) by developing the
notion of Page Transit Time (§3.1), which isolates the network-related
aspects of the widely PLT metric.

Our extension users may optionally share their data with us
(anonymously), which allows us to provide them a comparison of
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Figure 1: Locations of Starlink and Non-starlink users who
installed our browser extensions.

how their Starlink connection performs in comparison with other
users from their city/geographic region (both customers of Starlink
and of other Internet Service Providers). In all, 28 users installed
our extension, of which 18 Starlink users from 10 cities in the UK,
USA, EU and Australia shared data with us, providing us a wide
coverage of Starlink web performance across the world.

We complement these measurements with data from three Star-
link users who agreed to host a Raspberry Pi shipped to them,
allowing us to run traditional performance tests such as iperf and
traceroute, as well as deeper analysis such as comparing the per-
formance of different congestion control algorithms. Importantly,
this approach allows us to stress-test the network connection, go-
ing well beyond what can be measured from page loads within a
browser extension. We also run the stress tests regularly, as cron
jobs, providing a view of network performance over time.

These measurements shed light on basic measures such as net-
work latency, throughput and packet loss rates experienced by
Starlink (and non-Starlink) users. We find that Starlink does in fact
provide among the best connectivity observable by our user base.
However, there are also significant sources of variability in the la-
tencies observed, such as a 2x increase in median Page Transit Time
for the same web services when accessed on a day with moderate
rain, as compared to a clear sky day. The latency achievable is domi-
nated by the ‘bent pipe’ connection from the Starlink receiver to the
satellite and back. Performance also varies by geography: e.g. we
observe 2.3x higher delay in the USA, compared to the UK, as well
as 2.6 times lower throughput (on average). We also find instances
of unusually high packet loss of up to 50%, with over 12% of sam-
ples obtaining more than 5% packet loss. This affects throughput
achievable, even with modern congestion control algorithms.

2 RELATEDWORK
Performance measurements. Satellite-based connectivity has
been in operation at least for couple of decades [19, 21]. However,
as compared to satellites on geosynchronous earth orbit (GSO),
LEO satellite systems struggled to commercially take off in the
past [9]. Thus, a significant proportion of works focus on GSO,
more specifically on satellites on the circular geosynchronous orbit
called Geostationary equatorial orbit (GEO), to optimise the link
latencies and achieve protocol enhancements. Benefits of protocol
improvements at application level like HTTP/1.1 to HTTP/2 [10,
47], QUIC [18] were also investigated. The works in the past are
therefore limited to performance measurements with GEO satellites.

Modelling and simulation. LEO satellite studies have focussed
mostly on theoretical models exploring opportunities to improve
the 5G connectivity [22], handover performance [5, 36], optimal
channel reservations [53], efficient beamforming [54], performance
of navigation systems [6], IoT devices [42] etc.. Performance of
protocols in the simulated LEO environments are also studied [37,
40, 56]. More recently, Kassing et al. [31] developed a packet-level
LEO network simulator based on ns-3. Designs of new constella-
tions [3, 4, 28] and in-orbit computing [7, 17] are also proposed to
tackle the disparate requirements from a variety of applications.

This work bridges the gap between these two categories of re-
search efforts by conducting the first measurement study (along
with [35]) on the commercial LEO satellite network, Starlink. Our
measurement study sheds light on the unique characteristics of the
new Internet from space provided by this megaconstellation of LEO
satellites and provides two datasets that can be utilized to equip
LEO simulations with real-world data which would enable rapid
design and development of different network protocols.

3 DATASET AND METHODOLOGY
Our measurement relies on two complementary datasets we col-
lected. The first is data obtained from a browser extension that we
built to provide us data about web performance indicators. The
second is network performance test data run from Raspberry Pis
provided to volunteers with access to Starlink receivers.

3.1 Browser extension data
We built extensions for Google Chrome and Mozilla Firefox, avail-
able for the users to download from the corresponding stores [2].
Both extensions contain identical functionality. The extension col-
lects various components of page load time for each page visited.
Specifically, we measure any time spent in the network in loading
a page, such as HTTP redirection, resolving the domain name, the
HTTP request and response times. We call the total network-related
wait time for a page as its Page Transit Time (PTT). In addition,
we also measure the time needed for loading the Document Object
Model or DOM or the page being visited, executing scripts, loading
content and other sub-resources.

Further, when the extension’s tab is opened for details, the exten-
sion visits five randomwebsites from the top 500 websites according
to the Tranco list[32], three websites from the top 10K and two
from the remaining ranks in the top 1 Million. This allows us to pro-
vide the user with a comparison of the page load performance on
the website they are visiting, relative to the load times they might
experience on different websites across the popularity spectrum.
This random selection of websites from the Tranco list allows us to
ensure diversity in terms of web hosting (e.g. CDN provider).

The PTT together with the time for actually parsing and render-
ing the page represents the Page Load Time (PLT), which is a more
conventional and well understood measure of web performance.
Our extension’s icon in the browser always displays the PLT of the
page just loaded and the details tab displays the components of PLT
for the ten randomly chosen pages. However, in our analysis below,
we need to combine the times across multiple users, each of whom
may have machines with very different hardware capabilities, or
browsers configured differently in ways that may affect PLT (e.g.
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City Starlink Non-starlink
#req #domain Median PTT #req #domain Median PTT

London 12933 1302 327 ms 4006 730 443 ms
Seattle 3597 579 395 ms 765 222 566 ms
Sydney 3482 390 622 ms 843 260 675 ms

Table 1: Citywise breakdown of data points collected from
our extension.

some extensions such as ad blockers may prevent certain scripts
from executing or block rendering of parts of the DOM, such as the
ads). Therefore, our analysis focuses mostly on the PTT. Further,
to protect the privacy of users, the extension does not control or
capture any other information apart from the PLT and PTT. One
possible limitation of our study is that there may be uncaptured
factors which could partially explain the variability in performance
seen and we are not able to explore whether that is because of
Starlink connectivity or other factors which may introduce biases
between the Starlink and non-Starlink subsets of users.

Finally, whenever the users want, they can stress-test their net-
work connectivity beyond measuring page load times, by running a
Speedtest and measuring downlink/uplink bandwidth performance
to a server we host in the Google cloud platform from a data centre
in Iowa. This is achieved by embedding a version of Libretest [33]
into the browser extension.

We collected data for 6 months, starting from Dec 2021. We also
actively recruited users to install this extension by running Face-
book ads from Jan to Feb 2022. The ads were restricted to the USA,
EU and Australia, geographies where there were known Starlink
users (based on self-reports of users in online discussion forums
such as the r/Starlink subreddit and various Facebook groups).

Users who install the extension can optionally decide to share
their data with us. If they choose to do so, then we compare their
data with the web performance experienced by other Starlink and
non-Starlink users in their city/geographic region and present a
summary in the extension’s details page. Our analysis below relies
on users who shared their data with us. No datapoints that can
identify a user are collected. No attempt is made to link the data with
other data sources that may lead to such identification. Furthermore,
this study was conducted under the oversight of the University of
Surrey ethics board who require us to delete the data within 6–8
months of May 2022, when the study is expected to complete.

In total, 28 users installed the extension and shared their data
with us, of which 18 are Starlink users and the remaining are non-
Starlink users. These users cover 10 cities in the UK, the EU, USA
and Australia (See Figure 1). For the sake of consistency, we mainly
rely on data from three cities: London, Seattle and Sydney. These
cities were chosen for geographic coverage, and also because in
these cities, we have users from three different kinds of Internet
Service Providers: Starlink, traditional broadband (e.g. Cable) and
Cellular Internet Providers. We used the IPinfo API [27] for each
web request to identify the Starlink and non-Starlink users from
the ISP information retrieved by the API. We then discarded the IP
address and store only the ISP and the geographical information.

Table 1 provides an overview of the data collected from each
city. Interestingly, the Starlink users in London and Sydney are
initially presented as coming from Autonomous System AS36492
(Google) and then changed over to AS14593 (SpaceX). In Sydney,
we are able to observe this change happening between April 1, 2022

Figure 2: Setup of a volunteer measurement node.

(Google’s AS) and April 2, 2022 (SpaceX). In London, we see this
change occurring between 16 Feb and 24 Feb. However, in Seattle,
the AS remained AS14593 throughout our study. This presents us
with an opportunity to study what appears to be a fundamental
change in the way Starlink is configured and run.

3.2 Volunteer measurement nodes
Whereas the browser extension data provides us with a broad cov-
erage, we cannot control the time of measurements. In particular,
this means that the PTT or PLT data is only gathered when the
user is online (leading to a sparsity of data during night time, for
example), and Speedtest data is even more irregular, as it depends
on the user to run a Speedtest. Therefore, we complement the above
data with regular measurements we can make directly. To this end,
we recruited enthusiast volunteers via word-of-mouth, who agreed
to host a Raspberry Pi (RPi) that we shipped to them.

The RPi is connected directly to the Starlink receiver, as shown
in Figure 2. Figure 2 also shows the general setup of any residential
Starlink connection, which has its own Starlink dish (commonly
known as “dishy”) which changes its angle to orient itself towards
overhead satellites. Data goes from the home router to the dish
to an overhead Starlink satellite and then down to a data centre
location nearby, which tends to be a Google Cloud location [38].

Each hosted RPi is flashed with an image equipped with tools to
run basic network performance tests. This includes our version of a
Speedtest, closely based on Libretest, as well as traditional tools such
such as iperf3, mtr etc.. The RPi has a cron job that executes every 5
minutes, running the speedtest utility. The server contacted for the
Speedtest is handcoded to be the closest available Google Data Cen-
tre (to that RPi’s location), where we host a Virtual Machine (VM).

Additionally, the Raspberry Pi has remote access enabled through
reverse ssh tunneling for deploying further scripts as needed. This
has been used to run traditional network performance tools such as
mtr and traceroute to understand delays hop-by-hop, to experiment
with different congestion control protocols and for debugging, e.g.
by checking parameters of the Starlink receiver (accessible from the
local network) via the so-called Starlink Status (or Dishy) API [14].

During the course of our work, we managed to find 3 volunteers
through word-of-mouth contacts, and by messaging people with
an online presence. Our volunteers are in North Carolina, USA,
Barcelona, Spain, and Wiltshire, UK, thus providing us a window
into Starlink performance in three of the regions with the most
numbers of Starlink users [52].

4 LATENCIES AND DELAYS ON STARLINK
Table 1 shows that in our extension’s userbase, for each of the three
cities with both Starlink and non-Starlink users, Starlink offers
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Figure 3: Comparison of Page Transit Times of popular
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websites visited by users before and after Starlink’s change
of exit points from google AS to SpaceX AS (between 01/04
and 02/04 for Sydney, 16/02 and 24/02 for London; Seattle is
not shown as no AS change was observed there.).

among the lowest Page Transit Times as compared with observed
non-Starlink connections. We examine this more deeply, asking
if there are any sources of variability, either due to endogenous
network-related factors, or exogenous factors such as weather. We
also go beyond PTT, using traceroute to compute a more thorough
comparison of hop-by-hop latencies experienced with Starlink and
other kinds of providers, namely cellular and broadband from one
vantage point (UK).
Network-related factors affecting PTT. First, we ask if there
are known network-related variables that affect the latency. We
take advantage of the change in AS numbers (from Google’s AS
to Starlink’s own AS) for Starlink users in London and Sydney,
asking if this change impacts users. We also differentiate between
popular websites (Tranco top 200) and other websites. Although
the cutoff of Rank 200 is chosen arbitrarily, we wish to examine
whether more popular websites are more likely to have a more
geographically distributed presence closer to users and therefore
able to sustain lower PTTs. We examine these two variables more
clearly in Figure 3, which shows the Cumulative Distribution Func-
tion (CDF) of the Page Transit Time for popular and unpopular
sites before and after the switchover from Google to Starlink’s own
AS. Firstly, there is a small difference in the PTTs of popular and
unpopular websites both before and after the AS number change.
Secondly, we notice that PTT increases slightly both for popular as
well as unpopular websites in both London and Sydney, suggesting
that the move from using Google’s AS to SpaceX’s own AS seems
to have negatively impacted the network latency of both popular
and unpopular websites. We conjecture that the Google AS might
have had slightly better peering arrangements, which may result
in additional AS hops in some cases.
Weather-related factors affecting PTT. Next, we examinewhether
the weather, and more specifically cloud cover, has any effect on
performance given the wireless link to a satellite beyond the earth’s
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server located in N. Virginia.
atmosphere. To this end, we focus on London where we have the
most extensive data as well as data covering a variety of the differ-
ent weather conditions recognised with an icon by Open Weather
Map [39]. For each timestamp where we have a PTT recording
from a Starlink user in London, we retrieve the recorded historical
weather from the Open Weather Map API. Figure 4 shows the dis-
tribution of PTTs obtained for each weather condition, sorted in
the direction of increased cloud cover. A noticeable effect can be ob-
served, with the lowest median PTT (470.5ms) achieved under clear
skies and the highest (931.5ms) under moderate rain. It can also
be seen that a ‘moderate rain’ weather condition has a noticeably
higher latency than other overcast cloud or light rain conditions.
This is consistent with studies ( [48, §2.2], [51, §3]) that find that
raindrop size distribution is an important factor for the intensity
of rain fade. The effect of rain fade also drops exponentially with
distance from the rain drops; thus thick rain drops falling directly
on the dish may have a more intense effect than tiny water droplets
in a cloud (approximate diameter 0.1mm)
Comparison with traditional ISPs. Finally, we systematically
study the latencies hop-by-hop for different kinds of ISPs in a region.
We focus on the UK, running traceroute 20 times from our UK
volunteer measurement node, from a major cellular operator, and
from a broadband connection over WiFi at a major UK university
(representing a “best of class” connectivity). The location chosen
was a vantage point where we had access to all three kinds of
connectivity options; it remains for future studies to understand
whether the behavior we observe generalizes to other geographies
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City
Queuing Delay in ms

(wireless link)
Queuing Delay in ms

(whole path)
Min Median Max Min Median Max

North Carolina 33.4 48.3 78.5 39.2 72.4 98.7
London 14.3 24.3 53.9 19.6 33.5 87.2
Barcelona 8.1 16.5 20 11.2 18.2 23.1

Table 2: Min|Median|Max queuing delay for the Earth-Satellite-
Earth link and the end-to-end path for three Starlink receivers lo-
cated at different continents.

as well. Given our endpoint in the UK, we deliberately choose to
traceroute to our VM across the Atlantic to study how transatlantic
latency compares with that on other hops.

Figure 5 presents the distribution of latencies seen at each hop,
showing that Starlink is faster than a major mobile operator, but
slower than a broadband connection over WiFi. All three connec-
tions incur a large delay in traversing the Atlantic but Starlink
suffers as it incurs significant additional delays in the hop which
traverses the ‘bent pipe’ from the receiver to the satellite and thence
to the Point of Presence (POP) back on earth.
Bent pipe dominates latencies. We extend the above result and
compute the share of the latency contributed by the bent pipe by
adapting the “max-min delay” methodology in [12] to estimate
queueing delays in each hop. This method involves conducting
repeated traceroutes, measuring the maximum and minimum la-
tency seen on each hop. We do traceroutes (30 samples using 60
Bytes UDP packets) from each of our three volunteer measurement
nodes in the UK, EU and USA. Taking the difference between the
maximum and minimum observed latencies across any part of the
path eliminates the propagation delay and is therefore indicative
(as a lower bound) of the size of the maximum queueing delay on
that part of the path. Similarly, taking the difference between the
average (or median) and the minimum delay can give an estimate
of the average (median) queueing delay.

Table 2 shows that the queueing delay on the ‘bent pipe’ link
in all three locations is a large component of the overall queueing
delay for the whole path. To check whether this is a stable result,
we repeated the same experiment one week later, and found that
the experience remains qualitatively the same. This suggests that
a possible limitation of further improving latency on Starlink.

Takeaways: We find that performance of Starlink connectivity
is affected by a number of factors such as weather, AS peering
arrangements and limitations of the current bent-pipe architecture.
Users should take these factors into account when deciding whether
Starlink is a suitable option for them. For example, if low latency
is an important consideration for an application, special support
(e.g. local caches [23, 29, 43] or sharing [30, 44, 45]) may be needed
during rainy conditions. Similarly, connections between geograph-
ically distant end points may not see the full benefits of Starlink
until Inter-satellite Links (ISLs) become the norm, offsetting the
additional latency of the satellite link with lower delays in crossing
the Atlantic via ISLs [8, 24, 25].

5 THROUGHPUT AND PACKET LOSS
The previous results shed light on the network latency and page
transit times that can be supported on Starlink. The browser exten-
sion also allows users to conduct Speedtests. These are only used oc-
casionally but indicate a good performance as well. Table 3 presents

City DL (Mbps) UL (Mbps)
London 123.2 11.3
Seattle 90.3 6.6
Toronto 65.8 6.9
Warsaw 44.9 7.7

Table 3: Browser Speedtest showing median throughput of
Starlink users in 4 cities.
the throughput measured across locations of web browsers to the
speedtest server located in Iowa. Although the server is located far
from London, interestingly, the throughput is significantly better
than the closer user locations (downlink 1.4x and 1.9x of Seattle and
Toronto respectively; uplink almost twice that seen in both cities).
This suggests significant geographic variability and performance
differentiation due to capacity allotted for users within a region.
We complement this by running regular throughput tests using
iperf3 on our volunteer measurement nodes, to measure achievable
download speeds from a server hosted in the Google Cloud. Each
node is matched with a server hosted in the closest Google Cloud
location for that node.

Figure 6(a) shows the CDF of the download throughput achieved.
Interestingly, there is a clear and significant geographical difference,
with Barcelona achieving the highest (median 147 Mbps) and North
Carolina achieving the lowest (median 34.3 Mbps). We hypothesise
that this maybe related to the number of nearby users, as Starlink
availability is relatively recent in Barcelona as compared to the USA.
Clearly, more experiments are needed at a multiplicity of locations
before it can be claimed that US throughput is lower than other
regions, but we may speculate that as more and more subscribers
sign on in a geographic region, this may result in congestion at
the POP level and lower throughput for all (Notice that Table. 2 is
also consistent with this possibility.). This may potentially explain
Starlink’s strategy of carefully controlling the number of subscribers
in a region [46], with estimates on geographic density of subscribers
it can support being as low as 6 users per square kilometre [16].

Next, we look at throughput in one location, over time. Figure 6(b)
plots the throughput achieved by TCP iperf3 measurements (one ev-
ery half hour) in the UK (time shown is local time). We find that the
downlink (Y1 axis) and uplink (Y2 axis) can change dramatically,
with the maximum achieved throughput (usually around 00:00-
06:00 hours local time) being over twice the minimum throughput
achieved during the day (typically between 18:00-24:00 hours lo-
cal time). Furthermore, the maximum achieved throughput during
the day can reach close to 300Mbps. Interestingly, the maximum
throughput at the North Carolina station does not exceed 196Mbps.

Figure 6(c) next looks at packet losses that occur during our iperf
measurements. Surprisingly, we find several instances of moderate
to extremely high packet loss rates, although a high throughput is
achieved generally. Highly unusual for modern networks, we see
loss rates of up to 50%, and 12% of iperf tests have loss rate of more
than 5% (over 6% of samples have a loss rate of more than 10%).

We explore this further, looking carefully at when the packet
losses occur in our UK-based Starlink receiver. Fig 7 shows a time
series of packet loss measured at one second intervals over one ran-
dom 12 minute window. We can see that the packet losses are often
clumped together. To investigate why, we also plot the distance
between the receiver and all the Starlink satellites that are overhead.
We use the updated Two-Line Element Set (TLE) file of Starlink [11]
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to track satellites availability overhead of our UK-based Starlink
reciever. The TLE file comprises a list of orbital elements of an
Earth-orbiting object [1] and in our case we filter for Starlink satel-
lites. According to SpaceX filing with FCC [49, 50], Starlink shell-1
operates with minimum elevation angle of 25 degrees which allows
a maximum feasible Earth-Satellite link distance of 1089Km, and
beyond this distance the satellite will not be visible to the receiver
on Earth. The different colored curves in Fig.7 shows the distance
between our UK-based Starlink receiver and 4 different satellites
that are visible at different time intervals. We set the distance to zero
when a satellite goes out of sight. Each clump of packet losses we see
even during this small window is associated with a satellite going
out of line of sight. This strongly suggests that the losses are asso-
ciated with a handover of the receiver from one satellite to another.

The above indicates that users need to be prepared for high levels
of losses at times, suggesting that modern loss tolerant congestion
control algorithms such as BBR might be an option for improving
performance. To test this, we run a stress test with all five congestion
control algorithms available on the RPi (Debian image): BBR, Cubic,
Reno, Veno and Vegas. Figure 8 shows that BBR indeed achieves
much higher throughput than the other algorithms. In each case,
the results are normalised by the maximum achievable throughput
as measured through UDP bursts. It is noticeable that the achieved
throughput even with BBR is only about half the maximum possible
on that link. To compare, we conduct a similar test with Wi-Fi on
campus (a low- to no-loss regime), wherein BBR achieves over 90%
of the achievable rate. This suggests that perhaps the loss rate on
Starlink can be too high, even for congestion control protocols
explicitly designed to handle packet losses.

Takeaways: Unusually for a modern network, Starlink can ex-
perience bouts of extremely high packet loss. This requires further
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Figure 8: Different TCP congestion control performance for
both Starlink and traditional broadband

study to understand the underlying causes. If frequent and regu-
lar handovers are the main factor, this may require research into
new handover mechanisms. Alternatively, it may also be possible
to develop new transport protocols that are specially adapted to
LEO satellite connections and are able to deliver the full theoretical
bandwidth capacity despite regular periods of high packet loss.

6 CONCLUSION
This work is the first study, to the best of our knowledge, showing
the initial outcomes of studying the new kind of Internet connec-
tivity provided by Starlink, a LEO satellite internet constellation.
Through data collected from a browser extension we developed, and
by recruiting measurement nodes hosted by volunteer enthusiasts,
we show that Starlink indeed is a viable option comparable with
traditional ISPs. However, we also notice that there is a significant
variability in throughput across different cities and performance can
be affected by factors such as cloud cover. We also observe unusu-
ally high packet loss rates, sufficient to pose significant problems
even for modern congestion control protocols. This suggests areas
for improvement, including better handover between satellites.

Our study has several limitations: The nature of our method
means that we are not able to control the location or number of
users. However, through our ad campaign, we managed to find 28
users in 10 cities covering all regions of interest. Although, this
sample is small, we have 6 months of activity from these users with
more than 50,000 readings. Therefore, we believe that the insights
we obtain are valuable as a first measurement study.
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will be able to request that your data be removed by
clicking on “remove my data” button. Note that, at the
end of month 6 (approx. May 2022) of the project, your
Web Chrome Extension will be updated automatically,
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data from your browser.
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to 8 months.
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